	Name 2 measures of center
	Mean and median

	Name 3 measures of spread
	Standard deviation, variance, IQR, range

	What is variance?
	standard deviation squared

	Can standard deviation be zero? How?
	yes, if all the data is the same

	Can standard deviation be negative?
	no

	What is the outlier test formula?
	> Q3 + 1.5IQR, 

< Q1 – 1.5IQR

	Draw a skewed right distribution
	tail on the right

	Draw a uniform distribution
	a horizontal line



	Draw a bimodal distribution
	2 humps



	Draw a skewed left data set
	tail on the left



	If the data is skewed right, which is greater, mean or median?
	mean

	How do you describe a bar chart?


	compare the %’s

	How do you describe a data set or compare two quantitative data sets?
	C.U.S.S., center, shape, spread, unusual features



	Resistant to outliers?

Mean

Median

s.d.

IQR

r

LSRL
	No

Yes

No

Yes

No

No

	If 3 is multiplied by all my data points, how are the following changed?

Mean

Median

s.d.

IQR

Q1

Max

r

LSRL
	+3

+3

no change

no change

changes y-int

	A z score is called:
	A standard score

	Basic z formula:
	(x - mu)/sigma

	Mean and s.d. of the Standard Normal Distribution:
	Mean = 0, s.d. = 1

	If 3 is added to all my data points, how are the following changed?

Mean

Median

s.d.

IQR

Q1

Max
	

+3

+3

no change

no change

+3

+3

	Blocking reduces:
	Variation:

It makes the treatment groups more alike with respect to the effect of the treatment.

	Randomization reduces:
	Bias

It controls variables we don’t understand. 

	The difference between an experiment and an observational study is:
	In an experiment, treatment is applied

	In an experiment, I can conclude ___ because I have ___, in a study I can only conclude ___.
	Causation, control, association/correlation

	Formula for a 1-proportion z interval
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	Formula for a 1 sample t-interval for a sample mean:
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	A type I error is:
	Rejecting Ho when I shouldn’t

	A type II error is:
	Not rejecting Ho when it’s false

	Power is:
	Correctly rejecting Ho

	Probability of a type I error =
	Alpha

	Disjoint means?

(synonym?)


	Mutually exclusive, can’t happen at the same time

	Independent means:
	One event does not affect the probability of the other event.

	2 ways to test for independence:
	P(A)*P(B) = P(A and B)

P(A|B) = P(A)

	4 conditions to be binomial:
	Success or failure

Fixed probability

Each trial is independent 

Set number of trials

	Expected value = ? 
	Numbers, with probability for each number:  multiply the numbers by the prob’s and add them all up.

	Rounding rules:

Should you round expected value?

How should you round n, when given a margin of error?
	no, never, ever

always round up

	Name of r
	Correlation coefficient

	what numbers can r be?
	Between -1 and 1

	What 3 things does r tell me
	linear and the strength AND linear and the direction ( + or -)

	r^2 sentence
	A %:  the % change in y that can be explained by the regression on x

	Describe a scatterplot
	Strength (strong, med, weak)

Outliers

Form (linear, exponential)

Association (pos or neg)

	Residual formula
	y – y-hat

observed - predicted

	if a residual is positive, then:

where’s the data point:  above or below?

did the LSRL under or over predict?
	Data point above the line of best fit

LSRL underpredicted

	The least squares regression line minimizes the square of _____?
	the residuals—the vertical distances from the line to the points

	Interpret the y-intercept


	The predicted value of y when x is zero

	Interpret the slope:
	Put the slope over 1:

For every 1 increase in x we predict a (slope) increase in y

	LSRL computer output, where is:

r

y-intercept

slope

s.e. of slope

t-score for slope test/int

p-value for slope test

sd of residuals
	Not given, take sq rt of r^2

Top left of table

Bottom left of table

Next to slope

Next to s.e.

Next. to t-score

written as s = #

	Degrees of freedom for:

1-sample t-test/interval

matched pairs t-test/interval

2-sample t-test/interval

X^2 goodness of fit test (2 lists)

X^2 for a 2-way table

Linear Regression t-test/interval for slope
	n-1

n-1

from calculator

# of categories -1

(r-1)(c-1)

n-2

	Conditions for:

1-t, mean

2-t, mean

1-p

2-p

X^2

Slope
	SRS and…..

Small n/data=dotplot, large n=appeal to CLT

Double above + independent samples

np & n(1-p) >10

Double above x2 + independent samples

expecteds > 5

linear relationship and good resid’s (this will be given to you)

	If confidence level goes up (95 to 99), margin of error goes:
	Up, bigger interval

	If alpha goes down (0.05 to 0.01)

Type I error:

Type II error:

Power:
	Down

Up

Down



	If n goes up:

Standard error goes:

Margin of error goes:

Type I error:

Type II error:

Power:
	Down

Down

stays alpha

Down

Up

	If I add two random variables how do I find:

The new mean

The new s.d.
	Add the means

Square the s.d.’s, add and sq rt—only if independent!!

	If I subtract two random variables how do I find:

The new mean

The new s.d.
	Subtract the means

Square the s.d.’s, ADD and sq rt—only if independent!!

	If I multiply by a constant to a random variable, how do I find:

The new mean

The new s.d.
	multiply everything by that constant

	If I add a constant to a random variable, how do I find:

The new mean

The new s.d.
	add the number

no change

	How do I calculate expecteds on a matrix by hand?
	(row total)*(column total)/(grand total)

	Symbols!!

population proportion

sample proportion

population mean

sample mean

population standard deviation

sample standard deviation

population slope

sample slope
	p
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	Formula for finding sample size when given a margin of error (1-prop)
	me = 
[image: image5.emf]
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	Formula for finding sample size when given a margin of error (1-mean)
	me = 
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	Standard deviation formulas
standard deviation of a sample proportion (for 1-prop test)

standard error of a sample proportion

(for 1-prop interval)

sd of a sample mean

(for CLT problems)

More standard deviations!
se of a sample mean

(for t-tests/intervals)

sd of the diff of 2 prop’s for interval

sd of the diff of 2 prop’s for test

sd for 2-mean test/interval
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	formula for 1-mean t-test
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	formula for 1-prop z-test
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	What did I forget? Add to this page and receive 1 bonus point/new idea!
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